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Introduction
During this summer, I worked with Professor Jennifer Golbeck on her “Trolling” 

Project.

I designed an interface for coding tweets as to whether they are hateful towards 

someone, trolling, threatening someone, or just an innocent tweet. I coded some tweets 

myself (around 5000). I then performed some analysis on the dataset I had collected so 

far, and wrote a primitive agent that detected potentially hateful conversation.

In order to learn more about the project, I took a social media analysis class as well as 

an AI class during the summer.



Codebook used
Trolling

If the tweet is posted with the intent of upsetting or offending readers.

Hate

Hate speech threatens or insults a group of people, based on religion, sexual 

orientation, race, gender, or any other trait. 

Threat

If it contains a specific threat either at an individual or a group. Implied threats or 

endorsements of violence are not labeled as threats here.

Potentially Offensive

“Potentially offensive” content simply to allows coders to express displeasure at 

text.



Who did I work with?
I worked with Professor Jen Golbeck on her

“Trolling” Project

The people who classified tweets were 

UMD Graduate students



Overview
Created an interface for classifying tweets

Learned about Social media research by:

Designing and implementing an agent

Working with tweets and visualization tools

Reading papers on Social Media Research

Learned about Visualization techniques

Worked with Natural Language Processing



Design



Interface
I wrote an interface and made sure it was

● Simple

● Easy-to-use

● Followed Responsive Design

The Graduate students helped me improve the

Interface by providing their feedback. I also used time taken to classify tweets by them, 

to quantitatively analyze how efficient the interface was.

I learned a lot about responsive design, PHP, Javascript and HTML coding.



Interface (contd)



Research



Coding Tweets
I coded around 5,000 tweets based on the codebook, for the internship.



Visualizations
I created visualizations by processing data from the coded tweets and uncoded tweets.

Currently the number of coded tweets are too low to get a really meaningful result. In 

the coming slides, you can see some results, but I find them to be too limited to have a 

really meaningful result.

I explored various visualization options and learned about how to use them effectively 

for different types of datasets, to convey information (I am only showing one type 

here)



Visualizations (Contd)
These are the results of the visualizations I got so far.

I separated the tweets according to the dataset; performed some basic text processing, 

and then made it into a word cloud, that displays frequently occurring words.

During the summer, I also learned to work with tools like Gephi. It did not provide any 

meaningful visualization with the data I have.









Natural Language Processing
Having no prior experience with NLP, I wrote code using the Python NLTK to extract 

useful information from the coded datasets, by considering the all the tweets classified 

into one of the categories (Trolling, Threat, Hateful, Potentially Offensive, … ) as a 

positive training set, while considering the tweets classified as “None” to be the 

negative training set.

While doing this, I found that the dataset used here (tweets) is too terse to get useful 

information only using Natural Language Processing. I did get some meaningful data 

out of it (an offensive word list), but it may have many mislabeled words as it doesn’t 

take context or semantics into account.





Agent
I designed an agent that could detect trolling. It is in a very primitive stage and is being 

improved upon continuously. I integrated it with HipChat to be easily accessible. 

It uses a “bad word” dataset extracted from the most common words used in offensive 

tweets (Trolling, Threat, Hateful) to alert the chatroom if any such word is detected.

I did mockups on how this agent should behave and how it should handle trolling.

In designing this agent, I read a lot on the current state of Knowledge-based AI, and 

familiarized with myself in the techniques used in the field.



Chatting with the agent using HipChat



Running the agent program on my local computer



Team Dynamics
Professor Jennifer Golbeck helped me in the design of the interface, and introduced 

me to the world of Social Media Research

The rest of the team was mostly involved in coding the tweets. I participated in 

discussions about what constitutes a “Troll”

They helped me in user studies about the interface. I made changes to the interface 

based on their feedback



Coursework
Introduction to HCI - For designing the Interface

Design Methods - For designing the Interface and Agent

Advanced Usability Testing - For performing user testing on the Interface

Research Methods - For performing Literature Review, analyzing data for Research

Social Media Analysis - For understanding social networks and analyzing them



What I learned from this internship
Good Design and Good Research very hard to do correctly

How to be self-guided

Designing and implementing interfaces that satisfies everyone’s needs is hard

Social Media Research is an interesting field

Natural Language Processing is hard



Conclusion
This internship was very useful to me, in making me know what Social Media 

Research was about. I learned about coding tweets, some Natural Language Processing, 

and some visualization techniques. It made me excited about this field. I plan on doing 

a capstone project in the same area.


